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Realising Enabling Architectures and Solutions for Open Networks (REASON)

A UK Government research project funded by the Department for Science, Innovation and Technology within the Future Open Networks Research

Challenge (FONRC) programme.
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https://www.gov.uk/guidance/future-open-networks-research-challenge-competition

Converged Networks - Research Work Areas and key projects

(( ( )) Macro cellular MIMO&% ]
SGNSA  Mobile Edge
Co-innovation (( :)X( )) Compute
5G Stand Alone
Wireless Research 3 Testbed
* Ultra-MIMO/Air Interface Evolution iTi O-RAN Small Cell 715
« RAN Architecture Evolution 3 Testbed €

* Back/fronthaul & Satellite

Customer
Showcases

()

4G Private Nework

in a Suitcase
=
' /IP—
Convergence = ‘ =
Testbed o
5G Core
Testbed

Self-learning Networks

« Smart Capacity Planning

* RAN Automation
* 5G use cases

- Converged QoE analysis

testbed

Testbeds and Trials

* Network differentiation ‘ 1

» Co-innovation and experimentation

(-gUr \

Applications 5

VORTEX: SAFR Moo VOYSYS

VIAVI DoubleMe
_— ‘)
4 arl )

Mobiledge )

‘ ;-T'
Edge Cloud Compute

Research Platform

Test & D_evelc;pment
Mobile Core

(Boreham

\_ (BT Network Cloud 2.0) /

wood)

* Network leferenhailon for New
Services

» Core Network
Automation

Wi-Fi & In-Home Networks

* Wi-Fi Performance and CEx

Wi-Fi CERTIFIED EasyMesh™
e

*In-home Diagnostics ~~

- Convergence e el
S

Plus an increasing number of 6G-related collaborations/influence areas....



Data >Information >Knowledge

o %
& P
=) Machine 00 \y
QQ Learning ‘:'/ ’Q’
c‘.i’\ R ’3‘/
N4 RN
Customer Churn %
Impact SLN Team
Market Share USP!
Substantive
| Expertise
Ei”"*e':gn"’; Playback  Video Mobile & Fixed
P Failure Stalls Networking Expertise

Quality of
Service

Round-Trip Time  Download Speed

|

USER T RAN NETWORK
Ront Cause
Metrics

Device RSRP SINR Congestion Distance

Knowledge

Information

Data




Intelligence 4G>5G
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Mobile usage, Network performance Build cell and site Understand quality
real behaviour, at scale instrumentation profiles at the local level
Understand how People Calculate key metrics such as Aggregate results at the cell level Aggregate results at the location
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Start looking at current converged network solutions and experiment with any available data
RAN KPls RAG TCP KPIs
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What good looks like?

Especially fornewMetaverse applications
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QoEdepends onthe life of a packet e2e

It is not just about Bandwidth, but how packets are delivered e2e

* Speed is not everything
* Interaction between

applications and the ]
network is complex & /\
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Towards optimising responsiveness

Domos Understanding Latency
Measuring Network Quality in RPM
(Roundtrips Per Minute)

Stuart Cheshire, Apple

It would take some effort in changing our mindset on how we could
differentiate our network performance. It's not going to be achieved by
throwing more bandwidth into our propositions but tackling head on why
still applications feel sluggish and realising that using only prioritisation
between classes of service can't achieve low latency experience e2e.

Solutions that can alleviate Bufferbloat (Bufferbloat.net) have matured and
standards bodies like BBF, CableLabs and IETF are providing tools that can
be deployed incrementally where our bottlenecks are (e.g. upstream at the
CPE or BNG/UPF downstream).

Embrace AQM, L4S, ECN!

Measure your Network
Responsiveness Test in iOS 15 and later

Enable Developer Mode on iPhone
or

Install Wi-Fi debugging profile
* https://support.apple.com/en-us/HT212313
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Domos Understanding Latency ~Measuring Network Quality in RPM ~ Stuart Cheshire Apple Monday 6% March 2023
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https://www.bufferbloat.net/projects/

Data Sources and Tools
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Let your data scientists loose!

Incident ratic over time

@ Incident ratio Major deviation Incident ratio range ® Call count

Anomalydetection

Time series archetypes

Principal component analysis _ qA A [ ) (A /\M M

lotal.users.perho *sessionthrough ime. terminal sid ing. RSRP . Avg..d ving RSRQ. Avg. . HoD PCA - Biplﬁt
Ge-04 - - - - - - = i
ie_m. Corr Corr Corr Corr Corr Z 19 18 319 378 748 | 1242
2e-04 - -0.307%* 0. 25H1%*= 0.032% 0. F0gx* 0.038%= g ! *
Oe+00 - ® :
10e+08- o4 ® @ 3- 1040 , *
7.5e+07 - g Corr Carr Corr Corr E N .
5.0e+07 - - I - e — N qCCEsx S 803 Y
2 Be+07 - I I ‘I -0.129 0.017 0.302 -0.155 3 125 - :.
0.0e+00 - E o . %
- - - L)
0.75- 4% % 8 orr Corr Corr =] —_ e ¥
0.50-, Ii i' . _ i i 1 3 =, JPY RN
25 - 0 135%*= = - e Rmana: = =
o2 il ) WM 5 01357 g = 2
i o o4
Corr Z g 1013
0.021*% ; 1166
=
w 9 -
7.3 g ﬁg
-10.0 - 3] 66
-12.5- 5‘::
-15.0 - =
20-
15- I
10- % -Gi-
-

Dim1 (35.9%)

contrib

25
20
15
10

11



BT Research project : Instrumentation in Virtualised Environment (led by Paul Veitch)

+ Endto-end Intelligence, Orchestration, Data Management, Insights Analysi;

Many vendors of VTAsRmobeslso have staralone analytics platforms and solutions

EZE_InterServer_S00MUDP-Bidir o st s .
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VTA Endto-end report

VTA Single NF report
)

Grafanahowing CPU utilisation for host
server plus VM

Works in conjunction with dB (aftuxdh &
visualisation/graphing tool (&gafana

“Platformlevel” Monitoring Telemetry, EgjlectdVarious
plugins can be enabled to monitor the base infrastructure
hosting the VNFs: CPU, memory, OVS, DPDK, et

7

Installed and run as process daemon on host OS 07/06/2023
assuming opesource/LinuxKVM based

x86 server + hypervisor x86 server + hypervisor



Key messages

13

Ongoing Research projects try to rationalise 5G Assurance & Observability

Data turned into insights & knowledge isa fascinating areca and requires the active
collaboration between subject matter experts and data scientists

New unified tools can help usbecome more confident in processing and analysing our data

Be prepared to explain performance changes whenroaming between different access
technologies or when traffic steering takes place (think ATSSS)

Need to define blueprints of QOE requirements for new immersive and interactive
applications

Acombination of monitoring techniques would complement each otherbyoffering a different
vantage point of view and allow for holistic forensics

Be prepared to validate SLAs in different domains &be accountable (majorchallenge!)

Prepare to embrace a ‘quality delivered’ framework ratherthan throwing more bandwidth
into the problem

Consider the additional complexity of cloud native infrastructure and be able to distinguish
compute layer performance issues affecting networking performance



BT Group

™

Thank you!



	Dissecting what 5G Service Assurance really means
	Realising Enabling Architectures and Solutions for Open Networks (REASON)
	Converged Networks - Research Work Areas and key projects
	Data > Information > Knowledge
	Intelligence 4G > 5G 
	Slide Number 6
	What good looks like?
	Slide Number 8
	Towards optimising responsiveness
	Data Sources and Tools
	Let your data scientists loose!
	BT Research project: Instrumentation in Virtualised Environment (led by Paul Veitch)
	Key messages
	Thank you!

