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RAN arch. evolutionRAN automationConverged Networks - Research Work Areas  and key projects

Self-learning Networks

Core Network & Services

Wi-Fi & In-Home Networks

Testbeds and Trials

• Ultra-MIMO/Air Interface Evolution

• RAN Architecture Evolution

• Back/fronthaul & Satellite

• 5G use cases

• Network differentiation 
testbed

• Co-innovation and experimentation

• Network Differentiation for New 
Services

• Core Network 
Automation

• Wi-Fi Performance and CEx

• In-home Diagnostics

• Convergence

Plus an increasing number of 6G-related collaborations/influence areas…. 

Wireless Research

• Smart Capacity Planning

• RAN Automation

• Converged QoE analysis
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I n t e l l i ge n ce  4G > 5G 
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RAN KPIs

Start looking at current converged network solutions and experiment with any available data

Internet

RAN Cell

Hybrid 
Access 

Gateway 
(HAG)

4G FWA

Smart Hub2 (SH2)

Hybrid Connect

Ethernet or Wifi for
device pairing

Active monitoring

= Fixed cable connection

= wireless connection

= FWA Path

= Hybrid Path

Passive 
monitoring

4G core network

Fixed network

SK servers

e2e QoE
RAG

RRC, PRB
TCP KPIs

Device/ Cell 
Usage

RAN monitoring
system

RAN KPIs
RAN KPIslocation

Device/ Cell 
Usage



Source: David Clarke, MIT

Source : Me ta

Wh at  good  l ooks  l i ke?
Es p e ci a l l y for  n e w Me t ave rs e  a p p l i cat i on s
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Users

Applications

Network
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Backhaul network Fixed ISP Network

Peering and Transit OTT Content

CE2 CE4 CE5 CE6CE1

Fixed Access

FWA Access

CE3

∆Q2∆Q1 ∆Q3 ∆Q4 ∆Q5

∑(∆Q)

∆Q: Network Quality Attenuations,
ie packet losses, delays and jitter

Transport protocol behaviour
TCP or QUIC over UDP

It is not  just about Bandwidth, but how packets are delivered e2e
• Speed is not everything
• Interaction between 

applications and the 
network is complex & 
specific to each 
application

• Cannot optimise only 
latency in the expense 
of packet loss and vice 
versa

• We need to manage 
complexity by 
understanding the overall 
network behaviour and 
evaluate performance 
outcomes

Mobile Access
Mobile backhaul Mobile Core

∆Q6

CDN Content

H
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rid

CE7

QoE d e p e n d s  on  t h e  l i f e  of  a  p a cke t  e 2e



It would take some effort in changing our mindset on how we could 
differentiate our network performance. It's not going to be achieved by 
throwing more bandwidth into our propositions but tackling head on why 
still applications feel sluggish and realising that using only prioritisation 
between classes of service can't achieve low latency experience e2e.

Solutions that can alleviate Bufferbloat (Bufferbloat.net) have matured and 
standards bodies like BBF, CableLabs and IETF are providing tools that can 
be deployed incrementally where our bottlenecks are (e.g. upstream at the 
CPE or BNG/UPF downstream).

Embrace AQM, L4S, ECN! 

Towa rd s  op t i mi s i n g re sp on s ive n e s s

https://www.bufferbloat.net/projects/
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Let your data scientists loose! 11

An oma l y d e t e ct i on
Ti me  s e r i e s  a rch e t yp e s
Pr i n ci p a l  comp one n t  a n a l ys i s



BT Research project : Instrumentation in Virtualised Environment ( l e d b y Pa u l  Ve i t ch )
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“Platform- level” Monitoring  Telemetry, e.g. Collectd. Various 
plugins can be enabled to monitor the base infrastructure 

hosting the VNFs: CPU, memory, OVS, DPDK, etc. 

Grafana
Influxdb

Works in conjunction  with dB (e.g. influxdb) & 
visualisation/graphing tool (e.g. Grafana)

Installed and run as process daemon on host OS
assuming open-source/Linux-KVM-based

EgCore NFVI

VNF3 VNF4

EgEdge Compute

VNF1 VNF2

Having VTA instances on distinct servers 
allows us to test “inter-node”.

VTAVTA

Virtual Test Agents (VTAs) can be setup to test and 
monitor e.g. Inter-VNF (end-to-end, or SFC “sections”): 

measurements & insights are based on actual test 
traffic sent between VTA interfaces.

VTA- End-to-end report 
VTA- Single VNF report 

collectd

Grafanashowing CPU utilisation for host 
server plus VM

x86 server + hypervisor x86 server + hypervisor

vProbe

Virtual Probes (vProbes) can be set-up at suitable tap 
points to “see” current traffic, and generate reports 
on usage, KPIs, etc: measurements & insights based 

on actual user-plane traffic .

vProbeMonitoring 
andReporting

+ End-to-end Intelligence, Orchestration, Data Management, Insights Analysis, ML/AI, etc
Many vendors of VTAs or vProbesalso have stand-alone analytics platforms and solutions

ACTIVE PASSIVE

07/06/2023



Ke y me ssa ge s
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• Ongoing Research projects try to rationalise 5G Assurance & Observability
• Data turned into insights & knowledge is a  fascina t ing  a re a  and  re quire s the  act ive  

collabora t ion be twe e n sub je ct  m at te r e xpe rts and  da ta  scie nt ists
• New unified tools can he lp  us be com e  m ore  confide nt  in p roce ssing  and  ana lysing  our da ta
• Be  pre pare d  to  e xp la in pe rform ance  change s whe n roam ing  be twe e n d iffe re nt  acce ss 

te chnologie s or whe n t ra ffic ste e ring  take s p lace  (think ATSSS)
• Ne e d  to  de fine  b lue prints of QoE requirements for new immersive and interactive 

applications
• A com bina t ion of m onitoring  te chnique s would  com ple m e nt  e ach othe r by offe ring  a  d iffe re nt  

vantage  point  of vie w and  a llow for holistic forensics
• Be  pre pare d  to  validate SLAs in different domains & be  accountab le  (m ajor cha lle nge !)
• Pre pare  to  e m brace  a  ‘quality delivered’ framework ra the r than throwing  m ore  bandwid th 

into  the  p rob le m
• Conside r the  add it iona l com ple xity of cloud native infrastructure and  be  ab le  to  d ist inguish 

com pute  laye r pe rform ance  issue s a ffe ct ing  ne tworking  pe rform ance



Th a n k you!
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