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Types of Machine Learning

Unsupervised Learning Supervised Learning Reinforcement Learning
Learn structure of data to Learn how data maps to Learn how to act in an
generate more data labels to recognize or predict environment to obtain reward
"This product does what

it 1s supposed "
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Converging on just...

Supervised or Self-supervised Learning

"T'his product does what
it is supposed " — "tp."
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Inputs and outputs are always just numbers

What we see

What the machine "sees"
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157

166

180

134

12

188

189

199

1%0

190

183

182

1%

109

106

168

174

216

174

"

116

147

294

28

148

m

187

270

amn

149

127

1§

20

106

15

ey

M

Output

"Lincoln"

176, 105, 110, 99, 111, 108, 110]



&% LL™MBC 2023

Why is this hard?

"I loved this movie"

® |nfinite variety of inputs can all mean the "As good as The Godfather"
same thing

® Meaningful differences can be tiny

® Structure of the world is complex
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How is it done?

e Many methods for Machine Learning
- Logistic Regression
- Support Vector Machines
- Decision Trees (xgboost)

e But one is dominant

- Neural Networks (also called Deep Learning)
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Inspiration

< - Output° say "cat"

y

,'f:_ 5 F “‘\\ * Inspired by what we know to be
'“\ .  \ intelligent: the brain

f

*e/

N~

e The brain is composed of billions

Input: see a cat
of neurons

https://www.the-scientist.com/the-nutshell/what-made-human-brains-so-big-36663

e Each neuron receives electrical
Inputs Digdilie inputs and sends an electrical
output

Za

-~
-

Soma Axon terminals
|

X

https://medicalxpress.com/news/2018-07-neuron-axons-spindly-theyre-optimizing.html|

Output e The brain itself has high-level

pon_ inputs and outputs

10


https://medicalxpress.com/news/2018-07-neuron-axons-spindly-theyre-optimizing.html
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o o
FO r m a ll Z atl O n hidden layer 1 hidden layer 2 hidden layer 3

input layer

output layer

Input: see a cat

https://www.the-scientist.com/the-nutshell/what-made-human-brains-so-big-36663

In P uts ‘ Dendrites In P uts

A

https://medicalxpress.com/news/2018-07-neuron-axons-spindly-theyre-optimizing.html

Soma weighted sum step function

% @ » Output

https.//wwWw.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/

Axon terminals

Output

Axon

g

1


https://www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/
https://medicalxpress.com/news/2018-07-neuron-axons-spindly-theyre-optimizing.html
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A "perceptron” is a vector of numbers

inputs  weights

weighted sum step function

b

[(0.58 ©0.841 0.835 0.18 ]

https.//www.jessicayung.com/explaining-tensorflow-code-for-a-multilayer-perceptron/
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inputs weights

A "layer" is a matrix of numbers
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The neural network is a set of matrices

Called "parameters"” or "weights”
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Training lossor = — ) (i *1og(y;))

e Data X (e.g. images), labels y (e.g. S
labels)

e Take a little batch of data x:
- Use the current model to make a ) Hiddenlayer(s)

prediction x -> V'
- Compute loss(y, y')

- Back-propagate the loss through all
the layers of the model

e Repeat until loss stops decreasing

https:/developers.google.com/machine-learning/testing-debugging/metrics/interpretic

Steps

V....

Backprop outptlt (ayer

15
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Dataset Splitting loss
0.5 - prm— trai.ning.;
e Split (X, y) into training (~80%), ‘ - validation
validation (~10%), and test (~10%) 0.41 |
sets
§o3
e Validation set is for .
- ensuring that training is not
"overfitting" — B e i
0 100 200 300 400 500
- setting hyper-parameters of the Epoch

model (e.g. number of parameters)

. , L THIS APPLIES TO YOUR
e Test set is for measuring validity of EXPERIMENTATION

predictions on new data WITH PROMPTS!

16
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A LOT of data Much less data

Pre-training: Fine-tuning:
slow training on a lot of data fast training on a little data



Model Hubs

e People share pre-
trained models!

e (): the most popular
Model Hub

- 180K models

- 30K datasets

~ . Hugging Face

Libraries Datasets

Multimodal

Computer Vision

Natural Language Processing

Text Classification

Audio

Languages

Models Datasets

Licenses Other Models

O Reset Tasks
& cardiffnlp/twitter-roberta-base-sentiment

© Seethal/sentiment_analysis_generic_dataset

& cardiffnlp/twitter-roberta-base-sentiment-latest

@ yiyanghkust/finbert-tone

N, ProsusAI/finbert

® zhayunduo/roberta-base-stocktwits-finetuned

1 nlptown/bert-base-multilingual-uncased-sentiment

2 prithivida/parrot_fluency_model

oliverguhr/german-sentiment-bert

“% LLMBC 2023

Spaces Docs Solutions  Pricir

new Full-text

distilbert-base-uncased-fine

& cardiffnlp/twitter-x1lm-rok

® papluca/x1lm-roberta-base-1

W finiteautomata/bertweet-be

® j-hartmann/emotion-englist

@ prithivida/parrot_adequac)

roberta-base-openai-detecto:

€ cross-encoder/ms-marco-Mir

@ yiyanghkust/finbert-esg-9-

18
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Before ~2020: each task had its own NN architecture

Computer Vision

Convolutional NNs (+ResNets)

Feature maps

[1] Convolutions Subsampling Convolutions ~ Subsampling Fully connected

Natural Lang. Proc.

Recurrent NNs (+LSTMs)

; T

Cit.1 —Cy

—

,
E
,

o
i 2

,
:
;

i1 m hy
i [2] T

Speech Translation RL

Deep Belief Nets (+non-DL) Seqg2Seq

A

RBM DBN S

[ [ T
RBM a DBN

BC/GAIL

Algorithm 1 Generative adversarial imitation learning

I: Input: Expert trajectories 7p ~ 7, initial policy and discriminator parameters 6, wg
2 fory=40,1.2.... do

3:  Sample trajectories ; ~ g,

4:  Update the discriminator parameters from w; to w;., with the gradient

E,. [V log(Dy(s,a))] + K, [V log(1 — Dy (s,a))] (17

— THITH

h e |

[1] CNN image CC-BY-SA by Aphex34 for Wikipedia https://commons.wikimedia.org/wiki/File:Typical_cnn.png
[2] RNN image CC-BY-SA by GChe for Wikipedia https://commons.wikimedia.org/wiki/File:The_LSTM_Cell.svg

Specifically, take a KL-constrained natural gradient step with

E-, [V log ms(als)Q(s, a)] — AVeH (),

A (18)
where Q(5,a) = E;, [log(Dy,,,(s,a)) | so = §,a0 = a

— —  —»

6: end for

Take a policy step from 6; to 0; 1, using the TRPO rule with cost function log(D,,, ., (s,a)).

http:/lucasb.eyer.be/transformer

19


https://t.co/aYfnVKPDjT
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Now: all is Transformers

20

Transformer cartoon (DALL-E)
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Attention is all you need (2017)

e Ground-breaking architecture that set
SOTA on first translation and later all
other NLP tasks

e For simplicity, can just look at one half
of it

Add & Norm
Feed
Forward
Add & Norm
Multi-Head
Attention

N x

Positional
Encoding @ &
Input
Embedding

Inputs

Qutput
Probabilities

Add & Norm

Feed
Forward

Add & Norm

Multi-Head
Attention

Add & Norm

Masked
Multi-Head
Attention

Positional
& e Encoding
Output
Embedding
Qutputs

22



Transformer Decoder Overview

e Task is to complete text
- "It's a blue" -> "sundress”
e |[nputs: a sequence of N tokens

- [It's, a, bluel

e Qutput:

- Probability distribution over the next token

e |Inference:

- Sample the next token from the distribution,
append it to inputs, run through the model
again, sample, append, etc.

Output
Probabilities

Add & Norm

Feed
Forward

Add & Norm

Masked
Multi-Head
Attention

“% LLMBC 2023

Positional
& e Encoding

Input
Embedding

INnputs

23



Inputs

e |Inputs need to be vectors of numbers
e Start with original text:
- "It's a blue sundress.”
e Turn into a sequence of tokens:
- [<S0OS>, It, 's, a, blue, sund, ress, ., <KEOS>]
e Turn into vocabulary IDs:
- [0, 1026, 338, 257, 4171, 37437, 601, 13, 1]
e Each ID can be represented by a one-hot vector

- e.g.3->[0,0,0,1,0,0,0,0, ..]

“% LLMBC 2023

Output
Probabilities

Linear

7
Add & Norm

Masked
Multi-Head
Attention

Positional

& e Encoding

Input
Embedding

» Inputs

24
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Input Embedding

Probabilities

.
e One-hot vectors are poor representations of words or tokens

Linear

7
Add & Norm

- e.g. distance between "cat" and "kitten" is the same as
between "cat" and "tractor”

Masked
Multi-Head
Attention

e Solution: learn an embedding matrix!

- (The simplest NN layer type)

Positional

& e Encoding

Input
¥ Embedding
aardvark 1 0 0 aardvark 097 003 0.15 0.04

0 0 0
black 0 0 1 0 0 black 0.0/ 0.01 0.20 0.95 INpUtS
cat 0 0 1 0 0 cat 098 098 045 0.35
duvet 0 0 T 0 0 duvet 0.01 0.84 0.12 0.02
zombie 0 0 0 0 0 T zombie 0.74 0.05 098 0.93
VxV VXE VXE

embedding
matrix 25



Attention

LLMBC 2023

Qutput

Probabilities
e (Ignore "Masked Multi-Head" m}v‘
for now) ” -
2 S . w A (g Tom)—
e Key insight: for a given token 2 % - 2 :gjg g § . g% % Fomware
in the output sequence, only | AT Mo Jom

one or a few tokens in the
Input sequence are most
iImportant

e Introduced in 2015 for
translation tasks

Masked
Multi-Head
Attention

Input
Embedding

Inputs

accord
sur

la

)
Positional
Encoding

zone
économique

européenne
a

été

signé

en

aout

1992

<end>

https:/lilianweng.github.io/posts/2018-06-24-attention/ 6
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BaS|C Self— a'tte nt|0n 1. Compute z; 2. Combine Y;
attention attention-
weights weighted

e Input: sequence of vectors inputs

X1 )XZ) eee Xt %\ Attention weigh %\
> P — —
e Qutput: sequence of vectors, each one a

weighted sum of the input sequence
y])yZ)'“)yt'

o X19yX2y eee Xt X19X2y eee Xt
Yi = z WijX;
)

- weight is just dot product

: w!. = X«‘LTX)'
between input vectors

ij
/
exp Wi,

2_; XP W

- (madetosumto 1) wi

http://www.peterbloem.nl/blog/transformers 27


http://www.peterbloem.nl/blog/transformers
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Basic self-attention Yi K

e Note that every input
vector; is used in 3
ways:

- Query x;

- Key X19X2y eee Xt

- Val.ue X19yX2y e Xt

http://www.peterbloem.nl/blog/transformers 28


http://www.peterbloem.nl/blog/transformers
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Basic self-attention

e Problem: there's no learning
involved! 4 3
2 3
e Solution: project inputs Attention weights
into query, key, value roles — [LIF —’%\
e [ earning these matrices = learning ” >
attention g :
q; =Wgexi  kKi=Wixi  vi =W,x;
Wk Wv

Input x

http:/lucasb.eyer.be/transformer

htto://www.peterbloem.nl/bloa/transformers 29


http://www.peterbloem.nl/blog/transformers
https://t.co/aYfnVKPDjT
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Multi-head attention

Xi

e We can allow different ways of transforming
into queries, keys, and values to be learned q!

e Simply means learning different sets of W_q,
W_k, and W_v matrices simultaneously. q°
- (Actually implemented as a single matrix, .
anyway.) q:

3-headed attention

http.://www.peterbloem.nl/blog/transformers 30


http://www.peterbloem.nl/blog/transformers
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M as ki n g atte n ti O n SeIf—Atte:tion Masked Self-:\ttention Outout

In training: ( l ] [ i Probabilities

e Inputs: a sequence of N tokens

It's, a, blue, <BLANK>, <BLANK>, .

httos:/ialammar.qithub.io/illustrated-
e Grourjd-truth Oufjputs: a sequence of N tokens

Add & Norm

- [a, blue, sundress, <BLANK>, <BLANK>, ...]

Multi-Head
Attention

e Actual Outputs: Instead of words, vectors of probabilities over
the vocabulary

Positional
Encoding

= Crucially: all output probabilities are computed at the same
time!

Input

4 s Y U, T . Embedding
00000,
- | ! IAAXAAANT |
(%) — AAAAAA A [
f f 254772077117 |/
'.,-':';.-’.'-/-:--"":":Z’ g ‘..":l/ .‘."" '.‘ v
O 00 00

Note how you shouldn't see future

raw attention weights mask X Xo & X X X

to ke n S wW h e n p re d icti n g http:/www.peterbloem.nl/blog/transformers 3


http://www.peterbloem.nl/blog/transformers

Masked Multi-Head Attention

e Conceptual view:
- token comes in

- gets "augmented" with previously-seen
tokens that seem relevant (masked self-

attention)

- this happens in several different ways
simultaneously (multiple heads)

e NOTE: there's no notion of "position" so far!

“% LLMBC 2023

Output
Probabilities

Linear

e
Add & Norm

Masked
Multi-Head
Attention

Positional

& e Encoding

Input
Embedding

Inputs

32



q; = Wgxi ki = Wyix; v, = W, X; &9 LLMBC 2023

;) T Output
wi =(q; K, Probabilities

e Attention is totally position-invariant! w;; = softmax(w!. )

Positional Encoding

. . . . Y, = Zwi)‘\)j :
- e.g. [this, movie, is, great] is the same .

as [movie, this, great, is]

Add & Norm

Masked
Multi-Head
Attention

e So, let's add position-encoding vectors
to embedding vectors

o o Positional
- It really is that simple -~ e~ Encoding
input word position output ——
sequence embedding em ding sequence

this - .
| y | Input
\ = = ~ PR
| L W o o |
. / : L - - =)
i | 12 = =
| S H 3 H 3
i 1l I @ @ ,
- = = =
s Il Iy fe (= || NN
s 111 o O O
\ sl ¢ || &
) | My
great A" . W
A N\ /
\

. A
\\3\\ P Y 7 3 3

7/'



* LLMBC 2023

Add vt

Probabilities

Linear

e "Skip connections" aka "residual blocks"

7
Add & Norm

- output = module(input) + input

- Allows gradient to flow from the loss function all
the way to the first layer

Masked
Multi-Head
Attention

L b

- (Possible because each module's output is the < Positiona
$ t, Encoding

same shape as its input) =N
Embedding

Inputs

34
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Layer Normalization

Probabilities

.
e Neural net modules perform best when input vectors have BN
uniform mean and std in each dimension.

e As inputs flow through the network, means and std's get
blown out.

Masked
Multi-Head
Attention

e Layer Normalization is a hack to reset things to where we
want them in between layers.

D

29 Positional
L Encoding

1 Input
! . Embedding
/ i \ -- = “ output = module(layer_norm(input + dnput
‘, ,. .‘/ \® " | \3 p ( y —_ ( p )) p |npUtS
° S © YT Nal e
Both parameters can be Gradient of larger parameter
updated in equal proportions dominates the update

https://arxiv.org/pdf/1803.08494.pdf 35



* LLMBC 2023

Feed Forward Layer
e Standard Multi-Layer Perceptron with one hidden SLﬂ’max
layer | ’ o

Masked
Multi-Head
Attention

e Defined y = Wy(GeLU(Wiz +b1)) + bs ?xf .

e Conceptual view:

- token (augmented with other relevant tokens
that it has seen) comes in...

Positional

& e Encoding

Input
Embedding

Inputs

- ...and "upgrades" its representation

36
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Probabilities

Transformer Architecture t
https://aizi.substack.com/p/how-does-gpt-3-spend-its-175b -pa?c;\r;:?;r\;

e The main Transformer Layer is ¢
e The overall hyperparameters ar:
- Number of layers
- Embedding dimension
- Number of attention heads

e The largest models are ~70%
feed-forward weights

GPT-3 Parameter Usage

B % Position Emhedding % Word Embedding B % FFN [ % Attention

)

100%

75%

w

50%

25%

0%

GPT-3 Small GPT-3 Medium GPT-3 Large  GPT-3 XL GPT-32.7B GPT-36.7B GPT-313B GPT-3175B

Model Namw I'tparams I‘layers Umodel I'theads

GPT-3 Small 125M 12 768 12 e Positional
GPT-3 Medium 350M 24 1024 16 Encoding
GPT-3 Large 760M 24 1536 16

GPT-3 XL 1.3B 24 2048 24 .

GPT-3 2.7B 27B 32 2560 32 =mbedding

GPT-3 6.7B 6.7B 32 4096 32

GPT-3 13B 13.0B 40 5140 40

GPT-3 175B or “GPT-3” 175.0B 96 122838 96 Inputs 37
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Why does this work so well?

¢, Andrej Karpathy v
&y ©okarpathy

The Transformer is a magnificient neural network architecture because it
Is a general-purpose differentiable computer. It is simultaneously:

1) expressive (in the forward pass)

2) optimizable (via backpropagation+gradient descent)

3) efficient (high parallelism compute graph)

11:54 AM - Oct 19, 2022

490 Retweets 39 Quotes 3,670 Likes 1,023 Bookmarks

38



Thinking like Transformers

def flip():
length = (key(1) == query(1)).value(1)
flip = (key(length - indices - 1) == query(indices)).value(tokens)
return flip

flip()

e Restricted Access Sequence

. I t h | |
Processing (RASP, 2021): canihid
programming language of 1 -
Transformer-implementable ) 1 5

] ayer1 1 5
operations 1 g
11111
0 (o
1 I
Layer2 2 I
3 e
4 h
hello
Final ol | e h

https:/srush.github.io/raspy/ 39



We mostly don't understand it, though

e Much great work from

Anthropic if this has
captured your curiosity!

SECTION 1
Background &
Motivation

SECTION 7
Superposition in a
Privileged Basis

Toy Models of Superposition

SECTION 2
Demonstrating
Superposition

+1\
v
+1ﬂ

SECTION 8
Computation in
Superposition

AUTHORS
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The Strategic Picture
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Discussion

Does this occur
in real models?

Open Questions

SECTION 10
Discussion

Shauna Kravec, Zac Hatfield-Dodds, Robert Lasenby, Dawn Drain, Carol Chen,
Roger Grosse, Sam McCandlish, Jared Kaplan, Dario Amodei,
Martin Wattenberg* Christopher Olah®

* Core Research Contributor;

* Correspondence to colah@anthropic.com;

Author contributions statement below.

SECTION 5
Learning Dynamics

Related
Work

SECTION 1
Related Work

AFFILIATIONS

Anthropic, Harvard

PUBLISHED

Sept 14, 2022

SECTION 6
Relationship to
Adversarial Examples

Comments &
Replications

SECTION 12
Comments &
Replications

e

earnii

i

te)

In

(0.4 4

In-context Learning and
Induction Heads
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MODELS WITH MORE THAN ONE LAYER HAVE AN
ABRUPT IMPROVEMENT IN IN-CONTEXT LEARNING

TWO LAYER THREE LAYER

(ATTENTION-ONLY)

ONE LAYER
(ATTENTION-ONLY)

Elapsed Training Tokens Elapsed Training Tokens Elapsed

Models with more than one layer
have a sudden improvement in in-context learning

One-layer model
has no sudden improvement.

raining Toke
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AFFILIATION

Anthropic

PUBLISHED

Mar 8, 2022

(ATTENTION-ONLY)

We highlight

“phase chan:
period of training in
make visual compar
between plots easie
highlighted region is
selected for each m
based on the deriva
in-context learning.
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Should you be able to code a Transformer?

e Definitely not necessary!
e BUT: it's not difficult, it is fun, and is probably worth doing

e Andrej Karpathy's GPT-2 implementation is <400 lines of code,
including Attention and MLP blocks

LET'SBULDGPT. =
FROM SCRATCH. ==
IN CODE. =
SPELLED OUT.

HOO

https:/www.youtube.com/watch?v=kCc8FmEb1nY
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https://www.youtube.com/watch?v=kCc8FmEb1nY
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Resources

e Lucas Beyer's Lecture on Transformers

e Peter Bloem's "Transformers from Scratch"

e Nelson Elhage's "Transformers for Software Engineers" for a
different view

e Andrej Karpathy's entire Neural Networks: Zero to Hero video series

e Lillian Weng's "The Transformer Family v2" megapost

42


https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_3938
https://peterbloem.nl/blog/transformers
https://blog.nelhage.com/post/transformers-for-software-engineers/
https://karpathy.ai/zero-to-hero.html
https://lilianweng.github.io/posts/2023-01-27-the-transformer-family-v2/

&) LLmBC 2023

Questions?
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Three Easy Pieces

TS GPT

A storm in Attala caused 6 victims.

Das ist gut.
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Inputs ; ;
P Translate EN-DE: This is good.

Summarize: state authorities dispatched.. [START] [The ] [cat ]

[The_] [cat_] [MASK] [on_] [MASK] [mat_] Is this toxic: You look beautiful today!

Transformer image source: "Attention Is All You Need" paper

From Lukas Beyer’s lecture Intro to Transformers.



https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_50
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BERT (2019)

e Bidirectional Encoder Representations from Transformers

e Encoder-only (no attention masking)

[ %] [ ] [sat ] [*] [the ] [~ ]

e T10M params

s

\
~>| Add 8:lNorm |

Feed
e 15% of all words masked out | rovers |
N r»[Add&lNorm
e Was great, now dated =3
==

\_ J
Positional
Encoding

Input
Embedding

Inputs

[The ] [cat ] [MASK] [on ] [MASK] [mat ]

From Lukas Beyer’s lecture Intro to Transformers. 46



https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_50

T5: Text-to-Text Transfer Transformer (2020)

e I[nput and output are both text
strings

e Encoder-Decoder architecture
* 11B parameters

e Still could be a good choice for
fine-tuning!

Das ist gut.
A storm in Attala caused 6 victims.

PTH1s: 15 AOE EOXLC.

Output

Probabilities
{
| Softmax |
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—>{Add & Norm Multi-Head
Feed Attention
Forward | 7 7 7 N x
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Multi-Head Multi-Head
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Positional " ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Translate EN-DE: This is good.
Summarize: state authorities dispatched..

Is this toxic: You look beautiful today!

From Lukas Beyer’s lecture Intro to Transformers.
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https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_50

2. Datasets used for Supervised text-to-text language modeling objective

T5 Tr i n i n D t Sentence acceptability judgment
El g El‘ El‘ ColLA Warstadt et al., 2018

Sentiment analysis

e Unsupervised pre-training on Colossal Clean
Crawled Corpus (C4) >3T-2 Sacheref 2L, 2013

Paraphrasing/sentence similarity

- Start with Common Crawl (over 50TB of

MRPC Dolan and Brockett, 2005
compressed data, 10B+ web pages)

STS-B Ceret al., 2017

- Filtered down to ~800GB, or ~160B tokens QQP lyer et al., 2017

Natural language inference

e Also trained on academic supervised tasks Nl srre 51 30T

QNLI Rajpurkar et al.,2016

We discarded any page with fewer than 5 sentences and only retained lines that RTE Dagan et al., 2005

contained at least 3 words. CB De Marneff et al., 2019

Sentence completion

We removed any page that contained any word on the “List of Dirty, Naughty, Obscene

or Otherwise Bad Words”.® COPA Roemmele et al., 2011
Some pages inadvertently contained code. Since the curly bracket “{” appears in Word sense disambiguation
many programming languages (such as Javascript, widely used on the web) but not in wic piisivtandicaiasis collados 2o0s

natural text, we removed any pages that contained a curly bracket.

Question answering
To deduplicate the data set, we discarded all but one of any three-sentence span h MultiRC Khashabi et al., 2018

occurring more than once in the data set.

ReCoRD Zhang et al., 2018

https:/paperswithcode.com/dataset/c4 BoolQ Clark et al., 2019
https:/stanford-cs324.gith ub.io/winter2022/lectures/datgg
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GPT / GPT-2 (2019)

[sat ]

Qutput
e Generative Pre-trained Transformer Probabilties

Softmax

e Decoder-only (uses masked self- Linear
attention) Add & Norm

Feed
Forward

e Largest model is 1.5B RGO 5. Norm

Masked
Multi-Head
Attention

y
\_ )

1

Positional

Masked Self-Attention & e Encoding

4 Output
[ l ] Embedding
Outputs

(shifted right)

[START] [The | [eat; ]

49
From Lukas Beyer’s lecture Intro to Transformers.



https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_50
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GPT-2 Training Data

e Found that Common Crawl has major data quality
ISSues

e Formed the WebText dataset

- scraped all outbound links (45M) from Reddit which
received at least 3 karma

e After de-duplication and some heuristic filtering, left
with 8 M documents for a total of 40GB of text

https:/cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf 50



GPT-3 Codex

Byte Pair EnCOding Many words map to one token, but some don’'t: indivisible.

Unicode characters like emojis may be split into many tokens containing
the underlying bytes: ¥

e How does GPT

Sequences of characters commonly found next to each other may be grouped

tOkenlze? together: 12345678960
e Middle ground between Clear
Tokens Characters

- old-school NLP 6L 259
tokenization, where
out-of-vocab words

WOUl.d be replaCed by Unicode characters like emojis may be split into many tokens containing
a special token Bl underlyingBEJEN: ol¢lied

Many words map to one token, but some don't: indivisible.

Sequences of characters commonly found next to each other may be grouped

- UTF-8 bytes together: 1234567890

TEXT

A helpful rule of thumb is that one token generally corresponds to ~4 characters of text for
common English text. This translates to roughly %. of a word (so 100 tokens ~= 75 words). 51



Accuracy (%)

GPT-3 (2020)

e Just like GPT-2, but 100x larger (175B params)

e Exhibited unprecedented few-shot and zero-
shot learning

Zero-shot One-shot Few-shot

l l — e ~

175B Params

Natural Language

60 Prompt

13B Params

1.3B Params

Number of Examples in Context (K)

Zero-shot

The model predicts the answer given only a natural language
discription of the task. No gradient updates are performed.

Translate English to French: task description
cheese => prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description

sea otter => loutre de mer example

cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt
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GPT-3 Training Data

B Wikipedia (facts) (3.49%)
B Books1/BookCorpus (Smashwords) (7.8%)
B Books2 (Libgen or similar) (8.1%)
B WebText (Reddit links) (18.86%)
B Common Crawl (www) (61.75%)

WebText (Reddit Submission Corpus)

HuffPost (news)
The New York Times (news)
BBC (news)
Twitter (discussion)
The Guardian (news)
The Washington Post (news)
and 4.3M+ more domains...
Common Crawl
(C4, cleaned/filtered, sorted by most tokens)

Google Patents (papers)
The New York Times (news)
Los Angeles Times (news)
The Guardian (news)
C OIT1ITI0I1 PLoS - Public Library of Science (papers)
Forbes (news)
HuffPost (news)
Patents.com - dead link (papers)
Scribd (books)
The Washington Post (news)
The Motley Fool (opinion)
InterPlanetary File System (mix)
Frontiers Media (papers)
Business Insider (news)
Chicago Tribune (news)
Booking.com (discussion)
The Atlantic (news)
Springer Link (papers)
Al Jazeera (news)
Kickstarter (discussion)
FindLaw Caselaw (papers)
National Center for Biotech Info (papers)
NPR (news)
and 20.9M+ more domains...

e For a total of 500B tokens

e But trained on only 300B!

https:/arxiv.org/pdf/2005.14165.pdf ¢ LifeArchitect.ai/models 53
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GPT-4 (2023)

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4 1s a
Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
available data (such as internet data) and data licensed from third-party providers. The model was
then fine-tuned using Reinforcement Learning from Human Feedback (RLHF) [40]. Given both
the competitive landscape and the safety implications of large-scale models like GPT-4, this report
contains no further details about the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.

54



Computation used to train notable Al systems

Computation is measured in petaFLOP, which is 10™ floating-point operations.

LINEAR | LOG ) #" Select systems Zoom to selection

1 billion

100 million

10 million

1 million

100,000

10,000

petaFLOP

RNNsearch-50*
®
1,000 AlexNet
@

100 @WordZVeC (large)

10

Sep 26,2010 Jul 31,2014

Apr 26,2017

&% LLMBC 2023

PaLM (5403()')
Chinchilla
GPT-3175B L)
O
CLIP (ViT L/14@336px8‘)
@SSPT-Z
C.LBERT-Large
GPT

®

https://ourworldindata.org/grapher/ai-training-computation

Jan 21,2020


https://ourworldindata.org/grapher/ai-training-computation?time=2010-09-26..2022-07-01
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But what exactly is the relationship between
model size and dataset size?



Chinchilla (2022)

e Empirically derived formulas for
optimal model and training set
size given a fixed compute budget

e Found that most LLMs are
"undertrained"

e Trained Chinchilla (70B) vs Gopher
(280B) at the same compute
budget, by using 4x fewer params
and 4x more data

e (Note that this is for one epoch)

https://arxiv.org/pdf/2203.15556.pdf

@ DeepMind

Training Compute-Optimal Large Language Models

Jordan Hoffmann*, Sebastian Borgeaud*, Arthur Mensch*, Elena Buchatskaya, Trevor Cai, Eliza Rutherford,
Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, Tom Hennigan, Eric Noland,
Katie Millican, George van den Driessche, Bogdan Damoc, Aurelia Guy, Simon Osindero, Karen Simonyan,

Erich Elsen, Jack W. Rae, Oriol Vinyals and Laurent Sifre*
*Equal contributions

1T
—— Approach 1
4o —— Approach 2
" — Approach 3
% 10B --- Kaplan et al (2020)
g s% Chinchilla (70B)
& 1.0B Y Gopher (280B)
% GPT-3 (175B)
Y Megatron-Turing N|
100M
/7
10|\]/_|017 1019 1021 1023 1025

FI OPs

Model Size (# Parameters) Training Tokens
LaMDA (Thoppilan et al., 2022) 137 Billion 168 Billion
GPT-3 (Brown et al., 2020) 175 Billion 300 Billion
Jurassic (Lieber et al., 2021) 178 Billion 300 Billion
Gopher (Rae et al., 2021) 280 Billion 300 Billion
MT-NLG 530B (Smith et al., 2022) 530 Billion 270 Billion
Chinchilla 70 Billion 1.4 Trillion
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L LaMA (2023)

params dimension n heads nlayers learningrate batch size n tokens

6.7B 4096 32 32 3.0e4 AM 1.0T
13.0B 5120 40 40 3.0e 74 AM 1.0T
32.5B 6656 52 60 1.5¢—4 AM 1.4T
65.2B 8192 64 80 1.5¢—4 AM 1.4T

e "Chinchilla-optimal” open-source
LLMs from Meta

Table 2: Model sizes, architectures, and optimization hyper-parameters.

e Several sizes from 7B to 65B,

t rai ne d on at le aSt 1 T tO k ens Humanities STEM Social Sciences Other Average
GPT-NeoX 20B 29.8 34.9 33.7 ;9 33.6
o . GPT-3 175B 40.8 36.7 50.4 48.8 43.9
® Benchmarks Compet|t|ve ly aga|nst Go.pher. 280B 56.2 47 .4 71.9 66.1 60.0
Chinchilla 70B 63.6 54.9 79.3 73.9 67.5
GPT-3 and other LLMs 8B 25.6 23.8 24.1 278 254
PalLM 62B 59.5 41.9 62.7 55.8 33: 7
b . l 540B 77.0 55.6 81.0 69.6 69.3
* Open-source, but non-commercia = B . — TR
13B 45.0 35.8 53.8 53.3 46.9
e 33B 55.8 46.0 66.7 63.4 57.8
65B 61.8 51.7 72.9 67.4 63.4

Table 9: Massive Multitask Language Understanding (MMLU). Five-shot accuracy.
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LLaMA Training Data

e Custom quality-filtering of
CommonCrawl + some C4 + Github

+ Wikipedia + Books + ArXiV +

Stack Exchange

e RedPajama:
open-source
recreation

https:/www.together.xyz/blog/redpajama

RedPajama LLaMA*
CommonCrawl | 878 billion 852 billion
C4 175 billion 190 billion
Github 59 billion 100 billion
Books 26 billion 25 billion
ArXiv 28 billion 33 billion
Wikipedia 24 billion 25 billion
StackExchange | 20 billion 27 billion
Total 1.2 trillion 1.25 trillion

Dataset Sampling prop. Epochs Disk size

CommonCrawl 67.0%

C4 15.0%
qGithub 4.5%
Wikipedia 4.5%
Books 4.5%
ArXiv 2.5%

StackExchange 2.0%

1.10
1.06
0.64
2.45
2.23
1.06
1.03

3.3TB
783 GB
328 GB
83 GB
85 GB
92 GB
78 GB

Table 1: Pre-training data. Data mixtures used for pre-
training, for each subset we list the sampling propor-
tion, number of epochs performed on the subset when
training on 1.4T tokens, and disk size. The pre-training
runs on 1T tokens have the same sampling proportion.

https:/arxiv.org/pdf/2302.13971.pdf
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Including code in training data

e T5 and GPT-3 (2020) specifically iy e
remOved COde. BUt mOSt reCe nt Introducing B The Stack - a 3TB dataset of permissively licensed code

in 30 programming languages.

models are trained on ~5% code. Why?

You want your code excluded from the model training? There is an opt-
out form and data governance plan:

e Code-specific models such as OpenAl
Codex (2021) was GPT-3 further Lot take a tou
trained on public GitHub code.

Programming Languages

n usi HumanEval cata leaks
 — | N0 the raining dotase! we also rained deconic inated models 4 ' m ;
220 Mrepo 0 100 § :;
° ° Py P e solecting fie Codex (300M) Unknown 2007 %2 ; | line }
5 CodeGen (350 unkn 3 3519 3 £
i Resien Python abicense None BN 2.7 % B
dedupication —— fering N pdup 16.60 8 M4 ! { .
N m | 28718 of dato :
, Python permissive icense None 099 1594 272 FEEVIRRIORC8IRFs I INIAII I
1.5™old 8 of dat N ™ 1394 236 V0 : - 2 3% -
Find the fitered and deauplicated dotasets of: www.hl.co/bige e g ) gy
el IOl lllallce OII II()ll (:()(i(; I:Ei:;l(:;' sage Dataset Trivia
[ ] y— Pormissive out: f users would ke pip install datasets o b B Ditcssls o Thore ore 1,467,018 fles containing “hello world™ in the dataset
o~ - + datasets »ad_dataset
fo exch their ¢ J se v Rorory visit:  h.coldocs/datasets . 5000 fin German) o in c file.
the ¢ s e haove on @ O single person 32 800 years 1o type oll the code from scraich
opt-out mechanism, Vist ds = load dataset( , split than the Englah Wikpeda
DL DR O ARCLEROKA

BRBRRBBBRRR % f 7
gEd

e Open-source dataset: The Stack (3TB
of permissively licensed source code)

Yao Fu et al. How does GPT Obtain its Ability? o



https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1#929906a4292b4cceadabd92c47f3843f
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And there's another important part of the
story: Instruction Tuning



Few-shot vs Zero-shot

e At the time of GPT-3 (2020), the
mindset was mostly few-shot

- e.g. text completion

e By the time of ChatGPT (2022), the
mindset was all zero-shot

- e.g. instruction-following

&9 LLMBC 2023

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Zero-shot

The model predicts the answer given only a natural language
discription of the task. No gradient updates are performed.

Translate English to French: task description

cheese => prompt

63
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Supervised Fine-tuning

The model predicts the answer given only a natural language
discription of the task. No gradient updates are performed.

Translate English to French: task description

cheese => prompt

e Very little text in the original GPT-3
dataset is of the zero-shot form.

OpenAl _________. » Reviewer ! |I

e To improve performance on zero-shot employees . instructions |
inputs, fine-tuned on a smaller high- | |
quality dataset of instructions-
completions —

Pre-training
dataset

l

Pre-trained
model

Fine-tuning
dataset

e (Sourced from thousands of contractors) \

Fine-tuned
model

https:/openai.com/blog/how-should-ai-systems-behave 64
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PROMPT  Explain the moon landing to a 6 year old in a few sentences.

lnstructGPT/GPT-3.5

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.

Explain the big bang theory to a 6 year old.

P Had hu mans rank diffe re nt Explain evolution to a 6 year old.
G PT_3 OUtpUtS9 and used IIDZS;:E;GF\:ITent to the moon, and they took pictures of what they saw, and sent them

RL tO fu rther fine_tu ne the back to the earth so we could all see them.
model

Likert score

Much better at following
inStrUCtiOﬂS L l§|lrJ12eTrL\J“nS|ﬁg °
* Released as text-
davinci-002 in OpenAl AP] o GPT (prompted)
GPT ®

Model size

https://openai.com/blog/instruction-following/ 65
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ChatGPT

e Further RLHF on conversations

e ChatML format (messages from system, assistant, user roles)

openai.ChatCompletion.create(
model=
messages=|

{

1
1
1

66
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The GPT Lineage

l Large-scale language model pretraining
Training on code o
l_ GPT-3 Initial _l Instruction tuning
GPT-3 Series Codex Initial InstructGPT Initial
I l LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

RLHF l_ l RLHF

Yao Fu's How does GPT Obtain its Ability?
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"Alignment Tax"

Calibration curve (model=pre-train)

1.0
0.8 1

0.6 1

* Instruction-tuning increases the
model's zero-shot ability, but at a ™

ECE: 0.007

cost ol

0.0
0.0

- Confidence becomes less
calibrated

- Few-shot ability suffers

GPT-4 Technical Report - https:/arxiv.org/pdf/2303.08774.pdf

0.2 0.4 0.6 0.8

Base GPT-4

&% LLmBC 2023

Calibration curve (model=ppo)

1.0

ECE: 0.074

0.8 1

0.6 1

—_—
-

—

0.4 -

0.2 -

0.0
0.0 0.2 0.4 0.6 0.8 1.0

(answer

RLHF GPT-4

68
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It's possible to "steal" RLHF

We introduce Alpaca 7B, a model fine-tuned from the LLaMA 7B model on 52K instruction-following demonstrations.
On our preliminary evaluation of single-turn instruction following, Alpaca behaves qualitatively similarly to OpenAl's
text-davinci-003, while being surprisingly small and easy/cheap to reproduce (<600S).

Web Demo GitHuUb

Stanford
Alpaca

e Got 52K instruction-following demonstrations from text-
davinci-003, then fine-tuned LLaMA on them.
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OpenAssistant

e April 2023 dataset release

* 160K messages across 66K
conversation trees, 35 languages,
460K quality ratings, 13.5K
volunteers

LLMBC 2023

OpenAssistant Conversations - Democratizing Large
Language Model Alignment

Andreas Kopf™

andreas.koepf@provisio.com

Yannic Kilcher”
yannic@ykilcher.com

Dimitri von Riitte Sotiris Anagnostidis Zhi-Rui Tam Keith Stevens
Abdullah Barhoum Nguyen Minh Duc Oliver Stanley Richard Nagyfi Shahul ES

Sameer Suri David Glushkov Arnav Dantuluri

Andrew Maguire
Christoph Schuhmann Huu Nguyen

Alexander Mattick
alexander .mattick@googlemail.com

https:/huggingface.co/datasets/OpenAssistant/oasst] 70
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Retrieval-enhanced Transformer (2021)

e |Instead of both learning language and memorizing facts in the
model's params, why not just learn language in params, and

retrieve facts from a large database?

e BERT-encode sentences, store them in large DB (>1T tokens)

e Then, fetch matching sentences
and attend to them.

e Doesn't work as well as large LLMs.
Yet.

@ DeepMind

Improving language models by retrieving
from trillions of tokens

Sebastian Borgeaud, Arthur Mensch', Jordan Hoffmann’, Trevor Cai, Eliza Rutherford, Katie Millican,
George van den Driessche, Jean-Baptiste Lespiau, Bogdan Damoc, Aidan Clark, Diego de Las Casas,
Aurelia Guy, Jacob Menick, Roman Ring, Tom Hennigan, Saffron Huang, Loren Maggiore, Chris Jones,
Albin Cassirer, Andy Brock, Michela Paganini, Geoffrey Irving, Oriol Vinyals, Simon Osindero,

Karen Simonyan, Jack W. Rae*, Erich Elsen* and Laurent Sifre’*

All authors from DeepMind, YEqual contributions, ¥Equal senior authorship

https://arxiv.org/pdf/2112.04426.pdf Dec 2021
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Resources

e Lillian Weng's "The Transformer Family v2" megapost

e Xavier Amatriain's Transformer Models Catalog

e Yao Fu's How does GPT Obtain its Ability?

73


https://lilianweng.github.io/posts/2023-01-27-the-transformer-family-v2/
https://arxiv.org/pdf/2302.07730.pdf
https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1#929906a4292b4cceadabd92c47f3843f

&) LLmBC 2023

Questions?
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Problems with training LLMs

e Massive amounts of data

e Massive models don't fit on a single GPU or even a single multi-
GPU machine

e Long training runs are painful
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Problems with training LLMs

e Massive amounts of data
e Massive models don't fit on a single multi-GPU machine

e Long training runs are painful
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Data Parallelism |
\ p €9 LLMBC 2023

Parallelism —t

Pipeline Parallelism

4
I

e Data parallelism: spread a single batch of data
across GPUs

e Model parallelism: spread the model's layers
across GPUs

e Tensor parallelism: spread a single matrix op Tensor Parallelism
across GPUs —

https://openai.com/blog/techniques-for-training-large-neural-networks/ 79
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BLOOM (GPT-3 sized LM)

Component DeepSpeed Megatron-LM
ZeRO Data Parallelism Vv
Tensor Parallelism Vv ﬂ
-
o . . N
Pipeline Parallelism Vv S GPUO l GPU 8
-
S |
.. o <
BF160ptimizer \% &
Y
v}
o GPU4 GPU 12
Fused CUDA Kernels \Y o
.
N
Datal.oader v Pipeline Parallel

Had to use multiple tricks ("3D parallelism")
from two great libraries: DeepSpeed and Megatron-LM

https://huggingface.co/blog/bloom-megatron-deepspeed https://www.deepspeed.ailtraining/ 30
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Sharded Data-Parallelism

M, M,
E EEEEEER E EEEEER .
Datao ) I-I-I-I-I-I.I.l X I & § ®§ §® ) Datal D I-I-l-l-l-l. .l I o @ ® n )
GPU, GPU,
M, M,
HE E EEEERER H B E E B EERN
Data2 =D I-I-l-l-l-l.l.l B N B N B Data3 = I-l-l-l-l-l. .I IO D N B BN BN
GPU, GPU,

GPU, broadcasts the parameters for M,

Literally pass around model params between GPUs as computation is proceeding!

Helpful video:

https.://www.microsoft.com/en-us/research/blog/zero-deepspeed-new-system-optimizations-enable-training-models-with-over-100-billion-parameters/ 31


https://www.microsoft.com/en-us/research/blog/zero-deepspeed-new-system-optimizations-enable-training-models-with-over-100-billion-parameters/
http://www.apple.com

Problems with training LLMs

e Massive amounts of data

e Massive models don't fit on a single GPU or even a single multi-
GPU machine

e Long training runs are painful

% LLMBC 2023
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A glimpse into training hell

e Dozens of manual restarts, 70+ automatisrestarcsouc o rrvv

failures

OPT: Open Pre-trained Transformer Language Models

Susan Zhang; Stephen Roller; Naman Goyal;
Mikel Artetxe, Moya Chen, Shuohui Chen, Christopher Dewan, Mona Diab, Xian Li,
Xi Victoria Lin, Todor Mihaylov, Myle Ott! Sam Shleifer! Kurt Shuster, Daniel Simig,
Punit Singh Koura, Anjali Sridhar, Tianlu Wang, Luke Zettlemoyer

Meta Al

{susanz, roller, naman}@fb.com

e Manual restarting from checkpoints when loss would diverge

e Switching optimizers and software versions in the middle of

training

2021-11-28 10:09am ET [Stephen]: 12.30

e 12.29 failed with the same “filename storages not found

®)

Since the exception said pg0-55, i ssh'd into it and tried manually loading its checkpoints. All 6

parts got the same storages exception!
| could replicate this with the storages | had manually downloaded
Conclusion: 33250 checkpoints are corrupt. Maybe from R12.26 and R12.25 aggressively

overwriting the checkpoints.

https://arxiv.org/pdf/2205.01068.pdf 83



"Training run babysitting"

GPT-4 contributions

Vision

Pretraining

Core contributors

Christopher Berner Supercomputing lead

Greg Brockman Infrastructure lead

Trevor Cai Throughput lead

David Farhi Manager of optimization team

Chris Hesse Infrastructure usability co-lead
Shantanu Jain Infrastructure usability co-lead

Kyle Kosic Uptime and stability lead

Jakub Pachocki Overall lead, optimization lead
Alex Paino Architecture & data vice lead

Mikhail Pavlov Software correctness lead

Michael Petrov Hardware correctness lead

Nick Ryder Architecture & data lead

Szymon Sidor Optimization vice lead

Nikolas Tezak Execution lead

Phil Tillet Triton lead

Amin Tootoonchian Model distribution, systems & networking lead
Qiming Yuan Dataset sourcing and processing lead
Wojciech Zaremba Manager of dataset team

Compute cluster scaling
Christopher Berner, Oleg Boiko, Andrew Cann, Ben Chess, Christian Gil
Emy Parparita, Henri Roussez, Eric Sigler, Akila Welihinda

Data

Sandhini Agarwal, Suchir Balaji, Mo Bavarian, Che Chang, Sheila Dunnii
Gordon, Peter Hoeschele, Shawn Jain, Shantanu Jain, Roger Jiang, Hee
Kaiser, Nitish Shirish Keskar, Jong Wook Kim, Aris Konstantinidis, Chak
Bianca Martin, David Mély, Oleg Murk, Hyeonwoo Noh, Long Ouyang, A
Pong, Alec Radford, Nick Ryder, John Schulman, Daniel Selsam, lan Sol
Weng, Clemens Winter, Tao Xu, Qiming Yuan, Wojciech Zaremba

Distributed training infrastructure

Greg Brockman, Trevor Cai, Chris Hesse, Shantanu Jain, Yongjik Kim, K
Litwin, Jakub Pachocki, Mikhail Pavlov, Szymon Sidor, Nikolas Tezak, M
Amin Tootoonchian, Qiming Yuan

Hardware correctness
Greg Brockman, Shantanu Jain, Kyle Kosic, Michael Petrov, Nikolas Tezak, Amin
Tootoonchian, Chelsea Voss, Qiming Yuan

Optimization & architecture

Igor Babuschkin, Mo Bavarian, Adrien Ecoffet, David Farhi, Jesse Han, Ingmar Kanitscheider,
Daniel Levy, Jakub Pachocki, Alex Paino, Mikhail Pavlov, Nick Ryder, Szymon Sidor, Jie Tang,
Jerry Tworek, Tao Xu

raining run babysitting
uchir Balaji, Mo Bavarian, Greg Brockman, Trevor Cai, Chris Hesse, Shantanu Jain, Roger

iang, Yongjik Kim, Kyle Kosic, Mateusz Litwin, Jakub Pachocki, Alex Paino, Mikhail Pavlov,
Michael Petrov, Nick Ryder, Szymon Sidor, Nikolas Tezak, Madeleine Thompson, Phil Tillet,
Amin Tootoonchian, Chelsea Voss, Ben Wang, Tao Xu, Qiming Yuan

https:/openai.com/contributions/gpt-4

“% LLMBC 2023
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Core contributors

Trevor Cai Execution lead

Mark Chen Vision team co-lead, Deployment lead

Casey Chu Initial prototype lead

Chris Hesse Data load balancing & developer tooling lead

Shengli Hu Vision Safety Evaluations lead

Yongjik Kim GPU performance lead

Jamie Kiros Overall vision co-lead, deployment research & evaluation lead
Daniel Levy Overall vision co-lead, optimization lead

Christine McLeavey Vision team lead

David Mély Data lead

Hyeonwoo Noh Overall vision co-lead, research lead

Mikhail Pavlov Scaling engineering lead

Raul Puri Overall vision co-lead, engineering lead

Amin Tootoonchian Model distribution, systems & networking lead

Architecture research
Casey Chu, Jamie Kiros, Christine McLeavey, Hyeonwoo Noh, Raul Puri, Alec Radford, Aditya
Ramesh

Compute cluster scaling
Andrew Cann, Rory Carmichael, Christian Gibson, Henri Roussez, Akila Welihinda

Distributed training infrastructure
Trevor Cai, Yunxing Dai, Chris Hesse, Brandon Houghton, Yongjik Kim, tukasz Kondraciuk,
Hyeonwoo Noh, Mikhail Pavlov, Raul Puri, Nikolas Tezak, Amin Tootoonchian, Tianhao Zheng

Hardware correctness
Oleg Boiko, Trevor Cai, Michael Petrov, Alethea Power

Data
Jong Wook Kim, David Mély, Reiichiro Nakano, Hyeonwoo Noh, Long Ouyang, Raul Puri,
Pranav Shyam, Tao Xu

Alignment Data
Long Ouyang

raining run babysitting

revor Cai, Kyle Kosic, Daniel Levy, David Mély, Reiichiro Nakano, Hyeonwoo Noh, Mikhail
Pavlov, Raul Puri, Amin Tootoonchian

Deployment & post-training
llge Akkaya, Mark Chen, Jamie Kiros, Rachel Lim, Reiichiro Nakano, Raul Puri, Jiayi Weng
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Considerations for LLM inference

e Understanding auto-regressive sampling
e Improving (or not) runtime complexity

e Dealing with large model size
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Mode Output

Probabilities
o o =: Complete t
Auto-regressive Sampling —
| Linear |}
text-davinci-003 & t A
" & Norm
e Remember that we sample tokens one at a time [&F:d—i‘“
Temperature 0.7 Forward
- [lt'S, d, bl-ue, |Add&INorm )~
Maximum length 256 thl?i?tlzgd
e The softmax outputs a peaky probability _
distribution over possible next tokens Slopseduences . N 7
Enco
e Temperature parameter makes it less peaky .
- t=0 will always sample the most likely next token; Inputs
. L T T TV "y
- t=1 will often sample less-likely ones o | V
5 0.6
e Human text is not all high-probability next words! ¢ *
0.2
0 - . |
0 20 40 60 80 100

Timestep Beam Search

Human

https:/arxiv.org/abs/1904.09751 g6



Runtime Complexity

Charformer
(Tay et al., 2021)

TokenlLearner

Perceiver (Ryoo et al,, 2021)

(Jaegle et al., 2021)

Transformer-XL
(Dai et al., 2019)

Nystromformer
(Xiong et al., 2019)

Memory / Memory
Downsampling Compressed

Recurrence

Compressive
Transformer

Set Transformer
(Lee etal., 2019)

Clusterformer

Routing (Wang ot aL, 2020)
° ° , unne oolingformer T{R?,,”e?jf’zg';‘)e‘ eformer
® S e l'f_ atte n tl O n r u n S I n O ( N /\2) fo r (Choiggiirggm T[;Ef‘afl?{é;fr P—(.Zhaln—g?;"zm \ | earnak <’f?aevfeta'--2°2°)
Outer Loop
sequence length N r Attention on GPT-2
Q:Nxd | Outer Loop . V:N Xd 15 - L Matmul
e Many O(N) approximations RAN: 19 TB/s (20 M) T T i —
develo pe d HBM: 1.5TB/s 40GB) & 1 — X o | Ero- T v
- on SRAM 5 —~1 & -
:12.8 GB/s ¢ : D S|F 5 1 Fused
(>1TB) I 18 Mask %|
" 1 B =
e But none have provided a € ..., sierarchywith AL A I | L
i m p rovemen t Bandwidth & Memory Size sm(QKV: N x d— PyTorch FlashAttention
Inner Loop "
F]ashAttgntion ' | ' ' '
I " 0 Linear Transf
e Recently, FlashAttention sped things & e Trangrormet
up via smart GPU programming i
Local Attention
46 'C_:‘
44
50 100 150 200 250 300 350

Speed (examples per sec)

Based on "Efficient Transformers: A Survey” by Yi Tay, Mostafa Dehghani, Dara Bahri, Donald Metzler
and "Long Range Arena: A Benchmark for Efficient Transformers"” by Y Tay, M Dehghani, S Abnar, Y Shen, D Bahri, P Pham, J Rao, L Yang, S Ruder, D Metzler

http:/lucasb.eyer.be/transformer

https:/github.com/HazyResearch/flash-attentior


https://t.co/aYfnVKPDjT

LLaMA Quantization vLivec 2023

Dealing with Large Model Sizes oignlsize  quantzed ie (4-bi
13 GB 3.9 GB
e Large subject! Lilian Weng from OpenAl 24 B 78 B
haS a thorough pOSt 60 GB 19.5 GB
120 GB 38.5 GB
® Quantization IS most relevant to us https:/github.com/ggerganov/llama.cpp
M_ethOd : /.o
- LLM weights are usually in float32 or 16— coibaseine e
-7 —— 16-bit baseline .
. o /‘,o/T
- Recent work (LLM.int8) has shown that £, e :
8-bit post-quantization is basically fine = / |
S |
§0.5 20 |
- Even 4-bit seems fine! g e :
0.4 |
The case for 4-bit precision: emergence of ——F |
k-bit Inference Scaling Laws . outlier features :
. {)@ (9@“ \;;b q;\% (o,.\% \/,,gb ’bgb Q)(O% /\ng

Parameters

https://arxiv.org/pdf/2208.07339.pdf

1

Tim Dettmers! Luke Zettlemoyer '

https:/arxiv.org/pdf/2212.09720.pdf 88


https://lilianweng.github.io/posts/2023-01-10-inference-optimization
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Resources

e Megatron-LM (GitHub): probably still the best insights into training
LLMs at scale.

e OpenAl post Techniques for Training Large Neural Networks

e Lillian Weng's "Large Transformer Model Inference Optimization”
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https://github.com/NVIDIA/Megatron-LM
https://openai.com/research/techniques-for-training-large-neural-networks
https://lilianweng.github.io/posts/2023-01-10-inference-optimization/

&) LLmBC 2023

Questions?
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Thanks!

@ S e rgey ka raer /imagine green tropical parrot eating
stack of pancakes, flapjack breakfast,
hyper-realistic portrait, DSLR Canon
R5, chromatic aberration, accent

@fUll StaCk dl lighting, super resolution, hyper-
— —— detailed, cinematic, OpenGL - Shaders




