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There’s a lot language models don’t know
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What (base) LLMs are good at What they need help with

• Language understanding


• Instruction following


• Basic reasoning


• Code understanding

• Up-to-date knowledge


• Knowledge of your data


• More challenging reasoning


• Interacting with the world
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LLMs are for general reasoning, not specific 
knowledge

LLM
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A baseline: using the context window



Context is the way to give LLM 
unique, up-to-date information…

…But it only fits a limited amount of 
information
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How much information can you fit in the context window?

Source: Dan Fu (https://twitter.com/realDanFu/status/1640762299408601089?s=20)

https://twitter.com/realDanFu/status/1640762299408601089?s=20
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How much information can you fit in the context window?

Number of 
tokens 50 500 4,000 32,000 256,000 2,048,000 8,192,000 65,536,000

Example 
model GPT-1 GPT-3.5 GPT-4-32K

How much is 
it? A sentence

~4 
paragraphs 
of writing

New Yorker 
article

College 
thesis Novel

~7,500 emails 


(or, about 1 
year’s worth 

for a 
productive 

office 
worker)

30 seconds 
worth of 
tweets


(At 40 tokens 
per tweet, 
~400000 / 
minute)

~500Mb of 
unicode text 

data


(a single 
ElasticSearch 

node can 
store 50gb)



Context windows are growing fast, 
but won’t fit everything for a while


(Plus, more context = more $$$)



This lecture: how to make the most 
of a limited context by augmenting 

the language model
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Augmented language models

Retrieval

Augment with

a bigger corpus

Chains

Augment with

more LLM calls

Tools

Augment with

outside sources



Retrieval augmentation

01
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A. Why retrieval augmentation?


B. Traditional information retrieval


C. Information retrieval via embeddings


D. Patterns and case studies

13

Retrieval augmentation: outline



A. Why retrieval augmentation?
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Approach 1: put it in the context

15

Say we want our model to  
have access to user data
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• Use rules to figure out which 
users should go in the context


- Most recent users?


- Users mentioned in the 
query?


- Most viewed users?


• What happens if the 
relationship is hard to write 
rules for?

16

What if we have thousands of users?
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Context-building is information retrieval



B. Traditional information retrieval
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• Query. Formal statement of your information need. E.g., a search 
string.


• Object. Entity inside your content collection. E.g., a document.


• Relevance. Measure of how well an object satisfies the information 
need


• Ranking. Ordering of relevant results based on desirability

19

Information retrieval basics



LLM Bootcamp 2023

20

Traditional information retrieval: search via inverted indexes

https://www.elastic.co/blog/found-elasticsearch-from-the-bottom-up



LLM Bootcamp 2023

• Relevance via boolean search


- E.g., only return the docs that contain: simple AND rest AND apis AND distributed 
AND nature


• Ranking via BM25. Affected by 3 factors


- Term frequency (TF) — More appearances of search term = more relevant object


- Inverse document frequency (IDF) — More objects containing search term = less 
important search term


- Field length — If a document contains a search term in a field that is very short 
(i.e. has few words), it is more likely relevant than a document that contains a 
search term in a field that is very long (i.e. has many words).

21

Ranking & relevance in traditional search

https://www.elastic.co/blog/found-elasticsearch-from-the-bottom-up
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• Document ingestion


• Document processing (e.g., remove stop words, lower case, etc)


• Transaction handling (adding / deleting documents, merging index 
files)


• Scaling via shards


• Ranking & relevance


• Etc

22

Search engines are more than inverted indices

https://www.elastic.co/blog/found-elasticsearch-from-the-bottom-up
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• Only models simple word frequencies 


• Doesn’t capture semantic information, correlation information, etc


• E.g., searching for “what is the top hand in bridge” might return 
documents about 🌉, ♠, 💸

23

Limitations of “sparse” traditional search

https://www.microsoft.com/en-us/research/video/research-talk-system-frontiers-for-dense-retrieval/



C. AI-powered information retrieval 
via embeddings
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Search and AI make each other better

Search

AI

Better information

in the context

Better

representations of data


(embeddings)
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AI-powered retrieval 

via embeddings

• All about embeddings


• Embedding relevance and indexes


• Embedding databases


• Beyond naive nearest neighbor
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Embeddings are an abstract, dense, compact, 
fixed-size, (usually) learned representation of data

Contains “coffee”

Contains “tea”


…


Contains “laptop”

“Sparse” representation “Dense” representation

0.1231

0.7412


…


0.6221
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• Embeddings are not necessarily one of the last learned layers of a 
network


• A single embedding doesn’t have to refer to one single type of 
input


• Embeddings don’t have to be from a neural network at all


• Embeddings don’t have to be directly comparable in vector space


• …

28

What are embeddings not?

What is an embedding, anyways? (https://simplicityissota.substack.com/p/what-is-an-embedding-anyways)

https://simplicityissota.substack.com/p/what-is-an-embedding-anyways
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Why embeddings? Vectors are a compact, 
universal representation of data 

0.1231

0.7412


…


0.6221

443B

3.4MB

4.1MB

1.1GB



LLM Bootcamp 2023

• Utility for the downstream task


• Similar things should be close together

30

What makes a good embedding?
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Utility for the downstream task

• Use your 
task!


• If you can’t, 
pick a broad 
benchmark

https://huggingface.co/spaces/mteb/leaderboard
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Similar things should be close, different things far
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• The OG: Word2Vec


• The baseline: Sentence transformers


• A multimodal option: CLIP


• The one to use: OpenAI


• Where things are going: Instructor

33

Embeddings to know
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An OG embedding: Word2Vec

https://predictivehacks.com/a-high-level-introduction-to-word-embeddings/

Try to predict the center word from the surrounding context
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• Cheap / fast to run


• Widely available


• Works decently well

35

A solid baseline: sentence transformers

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks
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A multimodal option: CLIP
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• Use text-embedding-ada-002


• Near-SoTA


• Easy to use, good results in practice

37

Good, fast, and cheap: OpenAI embeddings

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks
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• Prepend the task description to the text, then embed it


• At embedding time, describe your task, get task-specific 
embeddings

38

State-of-the-art: Instructor

One Embedder, Any Task: Instruction-Finetuned Text Embeddings
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• Off-the-shelf embeddings are not as reliable as off-the-shelf LLMs


• Soon, approaches like Instructor might help


• For now, if retrieval quality is important, you can’t escape training 
your own

39

Off-the-shelf embeddings: good start, but limited



Questions?

40
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AI-powered retrieval 

via embeddings

• All about embeddings


• Embedding relevance and indexes


• Embedding databases


• Beyond naive nearest neighbor
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Finding relevant objects with embeddings

Object

embed 0.1231

0.7412


…


0.6221

Query embedding Embedding index

Most similar objects according to metric
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• Cosine similarity


• Dot product 


• Euclidean distance


• Hamming distance

43

Similarity metrics

https://platform.openai.com/docs/guides/embeddings/limitations-risks
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• Embed your corpus


• Store embeddings as an array


• Embed the query, compute dot product with the array

44

A minimal recipe for nearest neighbor similarity

https://www.ethanrosenthal.com/2023/04/10/nn-vs-ann/
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• If you have <100K vectors or 
so, you probably won’t notice 
the difference in speed


• Above a certain scale, it 
does matter

45

When do you need more than that?

https://github.com/EthanRosenthal/nn-vs-ann

https://www.ethanrosenthal.com/2023/04/10/nn-vs-ann/
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• Embedding indexes are data structures that let us perform 
approximate nearest neighbor search


• Different index types are available that make different tradeoffs 
between speed, scalability, and accuracy

46

When you need more: approximate nearest neighbors (ANN)
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A tour of ANN algorithms

Flat LSH HNSW IVF

https://www.pinecone.io/learn/vector-indexes/



LLM Bootcamp 2023

ANN index tools

• Facebook AI Similarity Search (FAISS)


• CPU + GPU


• Supports lots of algos


• Hnswlib


• Easy to use HNSW implementation


• nmbslib


• More performant HNSW implementation


• Annoy


• Very little code + easy but lower performance
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ANN index performance benchmarks

https://github.com/erikbern/ann-benchmarks
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• Do you need to understand all of this?


- No, at least not at first


• Which index should I choose?


- When prototyping, it doesn’t matter. Use numpy if you want


- When productionizing, the much more important choice is not 
the index, but the IR system it’s part of 


- If you must choose, FAISS + HNSW is a reasonable start

50

ANN indexes: recommendations
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• Do you need to understand all of this?


- No, at least not at first


• Which index should I choose?


- When prototyping, it doesn’t matter. Use numpy if you want


- When productionizing, the much more important choice is not 
the index, but the IR system it’s part of 


- If you must choose, FAISS + HNSW is a reasonable start

51

ANN indexes: recommendations
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• They’re just a data structure. They do not offer:


- Hosting


- Storing data / metadata alongside vectors


- Combining sparse + dense retrieval


- Managing the embedding functions themselves


- Vertical / horizontal scaling


• Beyond prototyping, you’ll want an IR system / 
database that supports more of these

52

Limitations of ANN indexes

Index

Database



Questions?

53
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AI-powered retrieval 

via embeddings

• All about embeddings


• Embedding relevance and indexes


• Embedding databases


• Beyond naive nearest neighbor
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• Elasticsearch, postgres, redis run NN / ANN


• You’re probably using one of those already


• Won’t work for the most complicated 
queries or highest scale, but will probably 
work for you 

55

Do you need an “embedding database” or just a database?

The database you want is 
probably the one you’re 

using already



If you really need something more advanced…
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The dream of how this would work

Dump in a 
bunch of data Run a query

Descriptions of 
recent concerts in 

the bay area

Get the most 
relevant data back

[{“document_id”: 
“12345”, 


“snippet”: “…”},

…


]



LLM Bootcamp 2023

58

Challenges

Dump in a 
bunch of data

• Database stuff: scale, reliability

• Document splitting & embedding mgmt

Run a query • Query language

Get the most 
relevant data back • Search algorithm
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• Scale


- Storing data in memory only goes so far, but 
splitting across machines introduces lots of 
complexity (strong vs eventual consistency, etc)


• Reliability


- What happens if the machine storing your data 
goes down?

59

“Database stuff”
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• What embedding should we use for different data types?


• What happens if we want to change the embedding function?

60

Managing the embedding
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Document splitting

embed 0.1231

0.7412


…


0.6221

What happens if the document is too long to fit in 
the context for the embedding model?
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• Pick a separator (“\n”)


• Split text by separator 
up to max size chunks


• Advanced: try to make 
the chunks more 
semantically consistent

62

Document splitting

embed 0.1231

0.7412


…


0.6221

embed 0.3332

0.4141


…


0.0287

https://python.langchain.com/en/latest/modules/indexes/text_splitters.html
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• “most similar documents” is easy


• What if you want to filter on other metadata (recency, etc?)


• What if you don’t have a query document in mind, you just have:


- A search string


- A request for a summary


- Etc

63

Query language
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• How to deal with hierarchical structure in the index?


- What if all of the K-NNs are chunks from the same doc?


- What if all of the docs are from the same corpus?


- What if all of the docs are old?

64

Search algorithm
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Managed embedding databases

Chroma

Tool
Prominent 

users

N/A

N/A

It’s for…

Betting on the most “AI-
native” tool in the category

Scale & enterprise

Fastest to get started

Battle-tested; most powerful

Embedding mgmt and 
flexible GraphQL-like query 
interface

DB 
features

Embedding 
mgmt

Full text

search

Sql-like

Filtering
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• When you are ready to move on from prototyping, move to a 
database you are using already (Postgres / elastic / redid)


• If you don’t have one of those databases, then move to Pinecone 
for speed of setup


• When you’re ready to “upgrade”, consider why:


- Need more flexible queries? Try Vespa or Weaviate


- Need more scale / reliability? Try Vespa or Milvus

66

Embedding databases: recommendations



Questions?

67
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AI-powered retrieval 

via embeddings

• All about embeddings


• Embedding relevance and indexes


• Embedding databases


• Beyond naive nearest neighbor
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• Your queries are short questions


• Your docs are long form


• Embeddings are not that comparable


- Your data might be totally different than what the pre-trained 
embedding expects!

69

Problem: your queries and docs are not the same



LLM Bootcamp 2023

70

Some approaches to address this

Joint training

Re-ranking

Hypothetical document embeddings (HyDE)

https://blog.reachsumit.com/posts/2023/03/llm-for-text-ranking/
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• Searching over the whole index at 
the same time might not be efficient


• Instead, search in a way that 
respects the structure of your data

71

Problem: you might have some structure to your data



Questions?
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D. Patterns and case studies
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How to get the relevant context into copilot?


1. Retrieval. Most recently accessed 20 docs w/ same language


2. Postprocessing. Local context like what was before and after the 
cursor, “most relevant” snippet from the candidate docs (NN 
similarity)


3. Ranking. Sort the prompt wishlist using heuristics to give you the 
max information

74

Copilot case study

https://thakkarparth007.github.io/copilot-explorer/posts/copilot-internals

👈 reverse-engineer copilot, explore how they built it
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Retrieval augmentation question answering pattern

“When was our company 
founded”

Query

0.1231

0.7412


…


0.6221

Embedding

Index

“Answer the following 
question based on the 
documents provided.


Documents: {{docs}}


Question: {{query}}”

Prompt

Answer
Our company was 
founded in 2020

Similar docs

Limitation:


The needed context must be in one of the top few embedded 
chunks
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Getting around the limitation

“When was our company 
founded”

Query

0.1231

0.7412


…


0.6221

Embedding

Index

Similar doc
“Answer the following 
question based on the 
document provided.


If the answer is not in the 
provided document, say 

“I don’t know”


Document: {{doc}}


Question: {{query}}”

Prompt

Answer
Our company was 
founded in 2020



Questions?
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Chains

02
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• Sometimes the best context for your LLM doesn’t exist directly in 
your corpus


• Instead, the best context for your LLM might be the output of 
another LLM!

79

Building chains of LLM calls
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• The QA pattern


- Question ➡ embedding ➡ similar docs ➡ QA prompt


• Hypothetical document embeddings (HyDE)


- Question ➡ document generating prompt ➡ rest of QA chain


• Summarization


- Document corpus ➡ apply a summarization prompt to each ➡ 
pass all document summaries to another prompt ➡ get global 
summary back

80

Example patterns for building chains
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• One of the fastest growing OSS projects 
of all time


• Python + JS


• Alternatively, many people just roll their 
own

81

Tools for building chains of models

LangChain



Questions?
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Tools

03



“Wait”, you might ask,


“Why do we need to make our own search engine?

Can’t we just use Google?”
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• Question ➡ search google for it ➡ get top result ➡ pass top result 
to a summarization prompt ➡ return summary

85

The “I’m feeling lucky” chain

Insight: 


Another way to give LLMs access to the outside world 
is to let them use tools


How far can we take this?
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• Only a few tools


• Dataset is self-generated

86



LLM Bootcamp 2023

• Tools can be used like any 
other element in a chain


• They can also be provided to 
“agents” a-la toolformer or 
ChatGPT plugins

87

Tool use in langchain

Example tools


• Arxiv

• Bash

• Bing search

• Google

• IFTTT

• Python

• Wikipedia

• Wolfram alpha

• Zapier
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• User asks a question


• Put the question, with some 
some information about 
your db, into a prompt


• Run the prompt to get a SQL 
query


• Run the SQL query on the 
db


• Pass the result and the 
question to another LLM


• Get an answer back!

88

Example tool chain: querying sql
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A more automated approach: plugins

Query

LLM

Chain-based approach

Tool

LLM

Output

Format the input

to the tool

Use the tool output 
to answer the query

Plugin-based approach

Query

LLM
LLM is an intelligent tool user.

It can decide to use the tool


if it wants

Output

Tool
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• Provide API spec and 
description so the model 
knows how to use it


• Description is passed in a 
system message to 
ChatGPT


• Model can choose to 
invoke the API and 
include the results in the 
response

90

Building ChatGPT plugins
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• Tools are a more flexible way to give your model access to external 
data: retrieval is just one tool


• If you want interactivity / flexibility, go with plugins


• If you want reliability, start with chains

91

Tool use: recommendations



Questions?
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• LLMs are more powerful when connected to external data


• You can do a lot with rules and heuristics


• As your knowledge base scales you should start thinking about it 
as an information retrieval system


• Chains can help you encode more complex reasoning and get 
around token limits


• Tools give your model access to a much broader body of 
knowledge

93

Conclusion



LLM Bootcamp 2023

• Augmented Language Models: a Survey (Mialon et al, 2023): https://
arxiv.org/abs/2302.07842


• A great course about information retrieval: https://github.com/
sebastian-hofstaetter/teaching


• Langchain documentation: https://python.langchain.com/en/latest/
index.html 

94

Where to go to learn more?

https://arxiv.org/abs/2302.07842
https://arxiv.org/abs/2302.07842
https://github.com/sebastian-hofstaetter/teaching
https://github.com/sebastian-hofstaetter/teaching
https://python.langchain.com/en/latest/index.html
https://python.langchain.com/en/latest/index.html


Thank you!
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